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Abstract
The fifth generation (5G) mobile network is being created to keep up with the Internet of Things (IoT) and the rapid expansion of
communication technologies, which generate large amounts of data. This mobile network provides expanded communication
features for cellular phones. However, there are limitations to this strategy. Programming Characterized Organization (SDN)
technology is being developed as a basic solution to the problem of dealing with many devices running multiple administrations. In
5G portable organizations, SDN architecture improves adaptation, versatility, cost-effectiveness, and energy efficiency. Many
alternative designs are often utilized to build the SDN control plane. For 5G networks, we analyze several setups and recommend
using the. Controller management architecture for Logically Centralized-Physically Distributed (LC-PD) systems. This solution
outperforms traditional control plane systems, delivering superior throughput and reduced latency. This study demonstrates how the
LC-PD control plane architecture improves internet services' QoS and communication efficiency in 5G mobile networks. We conduct
simulation experiments utilizing the Mini net-WIFI emulator. Our simulations show that the LC-PD control plane architecture
increases the quality of service (QoS) compared to other SDN implementations of Internet services in 5G networks.
Keywords: Software-Defined Networking (SDN), 5G networks, network administration, and controller placement.

1. Introduction
The latest version of cellphone technology is referred to as 5G. This is the oldest and most recent edition of the mobile
communication system. Wireless technology used in mobile devices is more complex than fourth-generation (4G) technology,
allowing for unlimited international connections and other benefits (Eze, Kelechi G., Matthew NO Sadiku, et al. 2018).
Unlike previous generations (for example, 4G), 5G technology increases connection by offering users cloud-based services. 5G
networks are built on cloud computing, virtualization, and software. This cellular technology enables the Internet of Things (loT),
other emerging technologies, and the increased need for information and communication. This mobile technology supports virtual
private networks (VPNs) and the Wireless World Wide Web. Furthermore, this mobile network optimizes spectrum usage
(Yonghong, et al 2015).
Contrary to the current 4G mobile standard, the 5G standard features a new wireless interface that supports high-frequency bands,
enabling mobile technology to also support flat IP and IPv6 (Patil, Ganesh R et al. 2012). Instead of utilizing standard IP addresses
to identify devices, flat IP design uses symbolic names. 5G wireless operates in the 3-300 GHz frequency spectrum employing
Orthogonal Frequency Division Multiplexing (OFDM) (Gupta, et al.2016).
Unfortunately, some things could be improved with this mobile communication technology. One key barrier to the 5G network is
the high expense of transitioning from 4G to 5G. Older mobile generations (Vitthal, 2016) have less compatibility with this
technology. It is challenging to manage a large number of linked devices and services on the 5G mobile network. Flexibility is
required to manage networks and overcome limits in the mobile age. The architectural flexibility of 5G mobile networks will increase
with the usage of Software Defined Networks (SDN). SDN separates traffic into control and data planes and manages it using
software. Network isolation improves administration, scalability, flexibility, and dependability (A., et al. 2019). The Software-
Defined Networking (SDN) architecture revolutionizes traditional network hardware, such as switches and routers, by decoupling
their cognitive functions - like routing, processing, and management - and consolidating control in a centralized SDN controller unit,
which orchestrates all network operations(Fu, Yonghong, et al.2014).
Controller placement is an essential consideration in SDN networks. In addition, the number of controllers installed affects network
performance. Various SDN architectures can influence network performance. SDN may be installed based on the controllers'
number, positioning, and network connection. Three SDN control plane designs were examined: centralized, distributed, and LC-
PD. As discussed in Section 111, the distributed control plane architecture was formerly widely employed to eliminate single points
of failure. As will be proven later, we have successfully demonstrated that the LC-PD controller management architecture is the
most usable control plane design for a 5G network. Our simulation findings indicate that the LC-PD controller management
architecture best suits a 5G network (Kgotlaetsile Mathews, et al. 2019).
This article examines how the 5G mobile network uses the LC-PD control plane architecture. This control plane design enables
effective Quality of Service (QoS) management for various services. SDN allows for more flexible network administration.
Consequently, the 5G mobile network will become simpler and more cost-effective (Kobo et, al. 2019). Network clustering is the
foundation of the LC-PD control plane design. The following is an overview of the paper's key contributions. The LC-PD control
plane architecture may be used to run a variety of services with high efficiency and quality.

e Integrating SDN into the 5G network reduces complexity and costs.

e The LC-PD control plane architecture optimizes QoS and efficiency while operating several services simultaneously.

e Implementing SDN in 5G networks can minimize complexity and expenses.
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This is how the remainder of the article is organized. Section Il introduces the 5G mobile network and how SDN-based management
may handle a variety of difficulties. It also summarizes previous research on utilizing SDN to govern a 5G network. Section 11
describes many SDN ideas for the 5G mobile network. After assessing a variety of SDN control plane architectures, Section 1V
concludes that the LC-PD is the best option for 5G networks. Section V finishes the article and discusses future research (Hicham
etal., 2018).

2. Literature Review

The IP-based 5G mobile system paradigm covers applications for wireless and mobile networks. The 5G network's architecture
consists of a variety of user terminals and Radio Access Technologies. The 5G Organization Design makes distributed computing
assets (CCR) available for all IP-based versatile applications and administrations, including versatile gateways, internet businesses,
medical services, and government. Clients may use distributed computing to access their information from any web-connected
device and use apps without needing to install them. Figure 1 displays a 5G network'’s fundamental architecture (Jie, et al., 2019)
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Figure 1: 5G Network's Fundamental Architecture (Arunachalam, S., et al.).

2.1. 5G Components

This mobile technology provides various benefits over prior cellular networks, including:

e Faster Than Ever Before
The biggest benefit of 5G connectivity is its speed. Approximately 1,000 times faster than 4G devices 5G devices may achieve data
rates exceeding 10 GBY/s. Faster internet gaming and 4K video streaming are made possible by higher throughput rates. This system
can accommodate over 65,000 simultaneous connections and has a big broadcast capacity. Increased bandwidth will result in much
shorter average reaction times (1 ms in 5G and 45-50 ms in 4G).

e Energy Borrower
The high transmission speed removes the inconvenience of waiting for online pages to load. Low battery consumption and latency
(stop delays) in 5G applications can reduce network energy usage by 90% while increasing battery life by up to ten years (Yonghong,
et al 2015).

e Economical and reliable
Compared to previous networks, 5G will be more efficient and effective. Faster speeds, lower latency, higher quality, and
bidirectional shaping of enormous bandwidths are all available. New technologies, such as remote-controlled cars and wireless
virtual reality headsets, will enhance transportation (Yonghong, et al 2015).

¢ Responding to the Last Mile Issue
5G technology addresses the issue of poor network coverage in rural and semi-urban areas, known as the "last-mile problem." Many
concerns primarily affect sophisticated countries, such as the fact that high-speed fiber-based networking is not economically feasible
in the United States, making it an option for many professions. 5G technology permits the establishment of powerful wireless
hotspots, increasing internet availability in non-urban areas.

e Support for Parallel and Diverse Services
Bigger antenna diameters, much bigger bandwidths, and bi-directional bandwidth shaping are just a few of the technologies that will
propel 5G mobile technology forward. Many features may be utilized concurrently by users, such as tracking weather updates while
on the phone. High-end services and private networks will be feasible because of 5G technology's resiliency.
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2.2. Importance of 5G for loT
The Internet of Things revolution will focus on 5G wireless technology, artificial intelligence, and edge computing. 5G technology
is expected to impact significantly and expand the possibilities for the contemporary Internet of Things (10T), as well as clever city
applications, cunning modern programming, connected auto charging, and smart homes and buildings. 5G is ideal for mission-
critical 10T deployments because it offers seamless mobility, low latency, scalability, and dependability. Because of its increased
efficiency and network capabilities, 5G technology will be the driving factor behind large IoT.
2.3. How its 5G works
5G technology is expected to achieve high efficiency and performance by leveraging advanced modulation techniques and
optimized network conditions, including
e Carry a Grouping
« Transporter collecting is a complex technology in LTE that enhances its feasibility. Carrier aggregation combines several
signals to create a bandwidth of up to 100 MHz. The collecting of transporters uses three total techniques:
» Intra-band trading occurs when two transporters share adjacent channels.
Non-adjoining intra-band transmission involves two transporters with a channel separating.
» This technique utilizes several LTE bands simultaneously for transmission.
e Small Cell Structure
5G networks are made up of cells separated into zones. These cells use radio waves to communicate. Each cell communicates with
the organization's spine via wired or remote connections. Micro and Pico cells are utilized to split cells and create more efficient
networks. The reuse range accommodates more consumers in a limited area and improves network efficiency.
e  Multiple Input Multiple Output (MIMO)
5G considerably improves network capacity by utilizing Multiple Input Multiple Output (MIMO). MIMO is a transmission
technology that uses multiple antennas to broadcast and receive data. This technique, which allows for simultaneous information
transfer, may attain a high data rate. Adding extra antennas improves data transmission and reception.
¢  WIFI Unburdening
WIFI unburdening is an essential feature of future networks. This function enables users to communicate over WiFi and share their
cellular network with others. This option is appropriate for places with poor cellular network quality, as it allows users to connect
even without cellular reception.
e Device to Device Communication (D2D)
Direct-to-Gadget (D2D) correspondence permits two gadgets to cooperate straightforwardly across an organization (30, 34). The
organization will incorporate gadget control, allowing operators to route data between direct and network pathways. According to
(Abhishek, and Bhavesh et, al.2012) devices can connect even when the network is unavailable.
o Cloud Radio Access Network (C-RAN)
Effective connection with remote centralized information processing within a cloud system is made possible by a network technology
called C-RAN. Signal processing occurs remotely, using optimal fiber optic lines connecting base stations. It provides several
benefits for effective network upgrades, improvements, testing, monitoring, and maintenance (Yonghong, et al 2015).
2.4. 5G Network Challenges
Although this cellular network offers several benefits, it also faces various obstacles, including:
e Multiple Servers
5G stands apart from existing radio signals due to its ability to connect diverse networks, procedures, and devices beyond
geographical boundaries. Standardization aims to provide wireless services that are dynamic, universal, user-centered, and data-rich,
meeting high expectations (Tanzeena et al. 2016).
o Cost Factors
5G technology is incompatible with prior generations. This approach lays the basis for a new network rather than just adding a layer
to an existing one. Building a network is expensive, and carriers will incur additional costs. 5G technology requires trained engineers
to construct and operate networks, and the equipment is costly, leading to higher deployment and maintenance costs.
e Old Devices May Be Out of Use
As 5G technology advances, older devices may become obsolete due to incompatibility with newer capabilities. To use 5G,
individuals must acquire new cell phones instead of relying on outdated ones. This may result in additional expenses (Israat Tanzeena
et al. 2016).
e Deployment and Coverage
The coverage range is limited to 300 meters outside and 2 meters within due to higher frequency losses. Because 3G networks
require less bandwidth, they can cover wide areas with fewer cells. Fewer cells had to be deployed by networks since more bandwidth
results in a smaller coverage area. Like LTE, expanding service to rural regions will not be easy. Coverage can drop more often than
it would over a 3G network. To achieve the high bandwidth of the 5G network, additional cell towers are needed due to the cells'
limited coverage compared to 3G or 4G networks (Mauro Conti et, al. 2019).
e Ultra-low latency network
Ultra-low latency is necessary for self-driving cars and mission-critical apps to operate correctly. Delays in mission-critical programs
might result in disastrous effects. Medical applications like remote surgery require a delay of less than 1 millisecond (Yonghong, et
al 2015).
e  Security
One of the most crucial elements of any wireless communication system is security. End-user privacy and safety must be given top
priority in a 5G network. Network safety management is difficult because there are many connected devices and different
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approaches. The promise of the Internet of Things (10T) is to simplify life for many, but it also exposes personal information through
data interchange (Israat Tanzeena et al. 2016).

o Reliability
We already explained that MIMO is used in the 5G mobile network. Complicated MIMO antenna arrays are required for high-speed
data transmission. Complex algorithms and device capabilities are needed for MIMO technology, which is used in base stations and
consumer electronics. The new wireless transmission system will use beam shaping to send data to consumer devices, reducing
energy waste. This strategy reduces base station operational power. Beamforming, which involves finding each device inside a cell,
is a complex activity that demands significant computing power from base stations. SDN is a canny systems administration that
utilizes little equipment. SDN enhances 5G remote organizations by making it feasible for digitalization, network virtualization, and
the production of new administrations related to virtualized assets. In 5G organizations, SDN standards efficiently handle problems
related to radio resource control, such as RAN sharing, mobile edge computing, and interference control (Israat Tanzeena et al.
2016).
In SDN design, the open-flow protocol is used to specify the logical and physical components of a data stream as well as data
structures, messages, and operations. Additionally, it carries out conventional control plane tasks including flow management,
routing table maintenance, and packet modification. The IPv6 features supported by this protocol include access control, tunneling
via IPsec and VPN, and quality of service (Mauro Conti et, al. 2019). To cooperate with center gadgets, keep up with network
geographies, make new streams, and gather information to fulfill QoS necessities, the regulator in 5G portable organizations utilizes
an Open stream convention. SDN will further develop access control, information honesty, mystery, confirmation, and other security
highlights in the 5G organization. At the point when SDN is utilized in a 5G versatile organization, control plane information is sent
from center organization hubs to sending components and sends data to the centralized controller node.
SDN provides a foundation for 5G to perform over a control plane. It can also improve data flow throughout the 5G network. SDN
allows for centralized management and automation of network redundancy. Integrating SDN with 5G mobile networks reduces
network modifications, introduces centralized management, and improves programmability. This allows for resource sharing across
mobile carriers. This mobile solution supports IPv6 and SDN, resulting in scalability, operational savings, enhanced management,
and improved network performance (Israat Tanzeena et al. 2016).
Although SDN has technological advantages like dynamic behavior, performance issues with network security, and dependability
may arise from separating the control and data planes. Additionally, it may result in fresh difficulties, like the controller location
problem (Mohamed RM Rizk et al. 2020).
The goal of this challenge is to find the best controller position for a specific SDN topology. The separation concept affects both
fixed and dynamic network performance. To ensure maximum performance, switches should be connected to controllers through a
dedicated network, and assigned to the closest controller. This setup helps avoid packet loss and other issues by minimizing controller
failures and disconnections between the control and data plane. To build and plan fixed and mobile networks, controller placement
must consider the functional ideas of SDN networks.
The adoption of SDN to manage 5G networks for improved performance and flexibility. The authors suggest an area controller and
a domain controller are the two types of controllers in a distributed control plane design. A territory that is under the authority of a
single SDN controller is called an area. The suggested hierarchical architecture addresses two major issues: future network expansion
and the stretch path problem (Mohamed RM Rizk et al. 2020).

3. Methodology

3.1. Software Define Network (SDN) of 5G Networks
The SDN idea allows for more flexible network administration by separating software for managing traffic on the control and data
planes. The Software Defined Network Controller, a centralized device that oversees the whole network, makes up the SDN control
plane. The location of the SDN controller will impact network performance. Therefore, Mininet-WIFI emulates a variety of SDN
control plane topologies, including distributed, centralized, and LC-PD control plane architectures (Mathews, et al. 2018).
The fundamental SDN control plane design involves managing the whole network with a single controller. This design gives a global
network picture, allowing for more informed decisions. Because it lacks redundancy and produces a single point of failure, using a
single controller in a network may be vulnerable. Because of the great distance between the control and data plane devices, this
design presents problems with performance, congestion, scalability, and reliability. A small-scale network can use this control plane
design. A simulated centralized control plane configuration with a single controller. In this case, mobile users can access the internet
through four Open-Flow switches (OF-switches) connected to a single controller. Ten UEs are served by a single access point (base
station) connected to each OF switch (Israat Tanzeena et al. 2016).

3.2. Distributed Control Plane Architecture
This new control plane design overcomes the limitations of the previous centralized architecture, providing a more efficient and
resilient network control solution. This system, sometimes referred to as cluster-based architecture, makes use of several distributed
controllers. Clusters with an SDN controller are referred to as SDN domains. This network design divides the network into SDN
domains, allowing for scalability through easy control interchange between them (Mohamed RM Rizk et al. 2020). The control plane
architecture's availability of several controllers in the network allows for rapid decision response, which is a crucial feature.
However, this network design might have imbalanced load distribution and requires continual synchronization of big data sets. The
control plane design is expensive due to the network's number of controllers. A control plane system with a distributed architecture
that includes four controllers connected to each OF switch is seen in Figure 4. All switches have direct connections to the internet,
just like in the prior architecture. Every OF switch also has a single access point (base station) linked to it. Several base stations are
spread out to serve a large number of mobile users. Ten user equipment (UE) stations are connected to each base station (Mauro
Conti et, al. 2019).
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3.3. LC-PD Control Plane Architecture
This SDN controller architecture takes the benefit of numerous controllers while conceptually considering existence of a single
controller. Network topology, a single controller directs the whole network. The LC-PD is similar to the fundamental SDN control
plane design, which utilizes a single or multicore controller to enhance performance. In this design, all dispersed controllers share
equal duties and charges (Mathews, et al. 2018). Network synchronization ensures that dispersed controllers are aware of changes
in the network and have consistent information (Hamid & Igbal, 2022). In this control plane design, dispersed controllers share data
control but are isolated from one another (Mohamed RM Rizk et al. 2020). Unlike the distributed controller management design,
where numerous controllers are physically located together. In this design, each controller makes choices using the global network
view. Every controller is located in charge of managing various types of internet traffic. Each switch connects directly to a single
access point. Each access point supports 10 users. Stations move randomly, at speeds between 1.25 to 1.3 meters per second, similar
to mobile users.
Our system generates distinct internet traffic by leveraging different bandwidths in every access point (eNodeB). Web browsing is
handled by Controller 1, which has a bandwidth of 1 Mb/s. Controller 2 has used a bandwidth of 3 Mb/s to send files. Controller 3
with a 5 Mb/s bandwidth was used for VVolP. A bandwidth of 7 Mb/s was used for video streaming via Controller 4. Only simulation
is utilized to differentiate between user applications using these bandwidths (Mauro Conti et, al. 2019).
Much like base stations in cellular networks cater to individual users, SDN controllers can control a section of the network (Hamid,
Igbal, Ashraf, Alghamdi, Bahadad, & Almarhabi, 2022). The number of network domains, controller capacity, and inter-SDN
controller communication strategy are the three basic constraints to take into account. Controller placement in a network affects
performance aspects including latency, load balancing, redundancy, connectivity, and survivability via influencing communication
between switches and controllers (Hamid et al., 2023). It's critical to distribute the load amongst controllers to reduce controller
overload brought on by multiple switches connected to a single controller (Mohamed RM Rizk et al. 2020).

4. Results
This section assesses the suitability of the LC-PD controller management architecture for wireless networks. This design highlights
the advantages of implementing SDN in a 5G mobile network. We utilized latency and throughput characteristics to show that the
control plane design improves network performance. This control plane design outperforms previous SDN controller management
systems in the context of throughput and latency (Mathews, et al. 2018).

4.1. Parameters
The Mininet-WIFI simulator was used to implement in 5G mobile networks. This open-source simulator enables the creation of
virtual networks featuring virtual stations, access points, and SDN controllers (Hamid, Muhammad, Igbal, etal., 2022). We examined
all of the previously analyzed control plane designs to select the one that provided more throughput while also having reduced
latency. Our findings demonstrate how the LC-PD control plane design improves QoS and network performance. The Open-Flow
SDN controller, which links and sets up network elements (such as switches and routers) to determine the best routing for application
traffic, was used in our simulation research.
Data is collected by stations, or mobile devices, and sent immediately to the user's directly linked base station. The controller receives
data traffic and route requests according to flow rules. We made internet services (HTTP traffic) available to every station to support
various online applications.

Table 1: HTTP traffic

Station Station 1 Station 20
Sending Rate 55 Mbit/s 9 Mbit/s
Signal -72 dBm -74 dBm
Frequency 2412 Hz 2412 Hz
Transmit Power 14W 14W
Stations 1 To 20 444.3m 444.3m

Table 1 specifies the HTTP traffic utilized in simulation testing between stations 1 and 20. During simulation tests, all stations move
dynamically in random directions. In all simulations, we assume a channel propagation loss of 0.5 dB. All measurements were taken
at stations 1 and 20 in areas 1 and 2, respectively.
4.2. Findings

As previously stated, each base station may service 10 stations. To begin, we calculated the delay for each station using the different
controller management architectures outlined above. To compare control plane architectures, we evaluate the delay in every
situation, between station 1 (linked to access point 1) and station 20 (linked to access point 2). For comparison, throughput was also
calculated for stations 1 through 20 over a range of topologies. Every connected station sends and receives simultaneously (not idle).
Simply put, we have marked access points 1 and 2 in other readings from the identical stations. The measured latency between
stations 1 and 20 throughout the 20s simulation is displayed in Figure 2. The LC-PD control plane design has the lowest delays
while the centralized scenario has higher delays. The architecture of the LC-PD controller management has many controllers, each
with its own set of information rules for all stations. This helps reduce network overhead and increase speed (Mohamed RM Rizk
et al. 2020).

For network augmentation, the LC-PD control plane design is a preferable option because it performs better in terms of throughput
than the centralized architecture. Provides measured throughput values with a 95% confidence interval for every SDN controller
management architecture. Several readings are necessary because user equipment moves unpredictably, leading to more accurate
results. There are five rounds in the experiment, each lasting twenty minutes. We compute the minimum and maximum readings to
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calculate the average throughput under all conditions. According to this study, the LC-PD control plane design fared better in terms
of throughput than other control plane structures (Yonghong, et al. 2014).
The LC-PD control plane design boasts the highest throughput gains and maximum throughput values. As previously observed in
simulations, the LC-PD controller management design yields improved network performance, marked by lower latency and higher
throughput. This control plane design is superior to scattered control planes because it connects each switch to a single controller
(Mathews, et al. 2018). Each controller receives caching information from linked controllers. In a distributed controller management
architecture, all switches link to identical controllers that serve comparable services and share the same information. In a distributed
control plane design, the connection becomes longer if a controller is unavailable. Using an LC-PD controller management design
improves network performance over a scattered one. This also highlights the advantages of applying SDN in the wireless
environment in general, such as mobile networks, 10T, and Wireless Sensor Networks.

4.3. Delay LC-PD
“Delay = Uplink Time + Downlink Time” is the formula used to compute the delay between two stations, or mobile users. The
number of packets received divided by the transmission time (b/s) yields the throughput between stations.
We also used the confidence interval to determine throughput and delay. The chance that a value will lie between the upper and
lower bounds of a probability distribution is known as the confidence interval (Yonghong, et al. 2014). We used a 95% confidence
interval with various readings to help provide a greater understanding; in this case, the Z-value from the confidence interval table
is 1.96, and X" is the mean. The number of observations, n, is represented by the symbol S, and it was fixed at 5 (Mathews, et al.
2018).
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5. Conclusion

This study examines the emergence of 5G and its key problems. The cellular network generates significant amounts of data due to
its many linked devices. To address this issue, we used SDN on the mobile network to improve Internet service quality of experience
and communication effectiveness. In our cellular network, we leveraged the LC-PD controller management architecture to
outperform other SDN control plane architectures in terms of performance. Using Mininet-WIFI, we compared and simulated
various SDN control plane designs. We discovered that the LC-PD controller management scheme offers higher throughput and
reduced latency. Our next round of tests aims to expand the testing environment by utilizing other application situations. Our testing
will focus on a lightweight communication PR protocol that allows for minimal overhead communication across SDN controllers.

References

Ahmed, A. M., Salim A. H., and Sayf A. Majeed. (2019). 5G mobile systems, challenges and technologies: A survey. J.
Theor. Appl. Inf. Technol 97.11, 3214-3226.

Al-Falahy, Naser, and Omar Y. Alani. (2017). Technologies for 5G networks: Challenges and opportunities. It
Professional 19.1, 12-20.

Al-Namari, Marwan A., Ali Mohammed Mansoor, and Mohd Yamani Idna Idris. (2017). A brief survey on 5G wireless
mobile network. International Journal of Advanced Computer Science and Applications 8.11.

Al-Qasrawi, Isra Sitan. (2017). Proposed technologies for solving future 5G heterogeneous networks
challenges. International Journal of Computer Applications 975, 8887.

409



Arunachalam, S., et al. Analyzing 5G: Prospects of Future Technological Advancements in Mobile, International Conference
on Innovative and Advanced Technologies in Engineering. IOSR Journal of Engineering: 6-11.

Ateya, Abdelhamied A., et al. (2019). Chaotic salp swarm algorithm for SDN multi-controller networks. Engineering Science
and Technology, an International Journal 22.4, 1001-1012.

Bannour, Fetia, Sami Souihi, and Abdelhamid Mellouk. (2017). Distributed SDN control: Survey, taxonomy, and
challenges. IEEE Communications Surveys & Tutorials 20.1, 333-354.

Blial, Othmane, Mouad Ben Mamoun, and Redouane Benaini. (2016). An overview on SDN architectures with multiple
controllers. Journal of Computer Networks and Communications 2016.

Bouzghiba, Soukaina, et al. (2017). Towards an autonomic approach for software defined networks: An overview. Advances
in Ubiquitous Networking 2: Proceedings of the UNet’16 2, 149-161.

Chai, Rong, et al. (2019). Control plane delay minimization-based capacitated controller placement algorithm for
SDN. EURASIP Journal on Wireless Communications and Networking 2019, 1-17.

Chen, Wen, et al. (2018). Multi-controller placement towards SDN based on Louvain heuristic algorithm. IEEE Access 6,
49486-49497.

Eze, Kelechi G., Matthew NO Sadiku, and Sarhan M. Musa. (2018). 5G wireless technology: A primer. International journal
of scientific engineering and technology 7(7), 62-64.

Fan, Zifu, et al. (2019). A multi-controller placement strategy based on delay and reliability optimization in SDN. 2019 28th
wireless and optical communications conference (WOCC). IEEE, 2019.

Fang, Dongfeng, Yi Qian, and Rose Qingyang Hu. (2017). Security for 5G mobile wireless networks. IEEE access 6, 4850-
4874,

Fu, Yonghong, et al. (2015). A hybrid hierarchical control plane for flow-based large-scale software-defined networks. IEEE
Transactions on Network and Service Management 12.2, 117-131.

Fu, Yonghong, et al. (2014). Orion: A hybrid hierarchical control plane of software-defined networking for large-scale
networks. 2014 IEEE 22nd International Conference on Network Protocols. IEEE, 2014.

Genge, Bela, and Piroska Haller. (2016). A hierarchical control plane for software-defined networks-based industrial control
systems. 2016 IFIP Networking Conference (IFIP Networking) and Workshops. IEEE, 2016.

Gupta, Abhishek, and Bhavesh Mishra. A survey on wireless technology 5G. International Journal of Innovative Research
in Computer and Communication Engineering 4.9: 16330-16337.

Gupta, Akhil, and Rakesh Kumar Jha. (2015). A survey of 5G network: Architecture and emerging technologies. IEEE
access 3, 1206-1232.

Hamid, K., & Igbal, M. waseem. (2022). K-Banhatti Invariants Empowered Topological Investigation of Bridge Networks.
Computers, Materials & Continua, 73. https://doi.org/10.32604/cmc.2022.030927

Hamid, K., Igbal, M. waseem, Ashraf, M. U., Alghamdi, A., Bahadad, A., & Almarhabi, K. (2022). Optimized Evaluation of
Mobile Base Station by Modern Topological Invariants. Computers, Materials and Continua, 74, 363-378.
https://doi.org/10.32604/cmc.2023.032271

Hamid, K., Igbal, M. waseem, Ashraf, M. U., Alghamdi, A., Bahadad, A., & Almarhabi, K. (2022). Optimized Evaluation of
Mobile Base Station by Modern Topological Invariants. Computers, Materials and Continua, 74, 363-378.
https://doi.org/10.32604/cmc.2023.032271

Hamid, K., Igbal, M. waseem, Niazi, Q., Arif, M., Brezulianu, A., & Geman, O. (2023). Cloud Computing Network
Empowered by Modern Topological Invariants. Applied Sciences, 13, 18. https://doi.org/10.3390/app13031399

Haque, Israat Tanzeena, and Nael Abu-Ghazaleh. Wireless software defined networking: A survey and taxonomy. IEEE
Communications Surveys & Tutorials 18.4, 2713-2737.

Hassan, M., Q. Vien, and Mahdi Aiash. (2016). Software defined networking for wireless sensor networks: a
survey. Advances in Wireless Communications and Networks 3.2 (2017): 10-22.

Hicham, Magri, Noureddine Abghour, and Mohammed Ouzzif. (2018). 5G mobile networks based on SDN concepts. Int. J.
Eng. Technol 7.4, 2231-2235.

Hu, Tao, et al. (2018). Multi-controller based software-defined networking: A survey. IEEE access 6, 15980-15996.

Ibarra-Lancheros, Kevin Sneider, Gustavo Puerto-Leguizamén, and Carlos Suarez-Fajardo. (2018). Quality of service
evaluation based on network slicing for software-defined 5G systems. TecnoLogicas 21.43, 27-41.

Ibrahim, Abeer AZ, and Fazirulhisyam Hashim. (2019). An architecture of 5G based on SDN NV wireless
network. Indonesian Journal of Electrical Engineering and Computer Science 14.2, 725-734.

Jaballah, Wafa Ben, Mauro Conti, and Chhagan Lal. (2019). A survey on software-defined VANETS: benefits, challenges,
and future directions. arXiv preprint arXiv:1904.04577.

Jaber, Mona, et al. (2016). 5G backhaul challenges and emerging research directions: A survey. IEEE access 4, 1743-1766.

Kobo, Hlabishi I., Adnan M. Abu-Mahfouz, and Gerhard P. Hancke. (2017). A survey on software-defined wireless sensor
networks: Challenges and design requirements. IEEE access 5, 1872-1899.

Leyva-Pupo, Irian, Cristina Cervell6-Pastor, and Alejandro Llorens-Carrodeguas. (2018). A framework for placement and
optimization of network functions in 5G. Proceedings of the XXXIII Simposium Nacional de la Unién Cientifica
Internacional de Radio (URSI), Granada, Spain, 5-7.

Llorens-Carrodeguas, Alejandro, et al. (2018). An architecture for the 5G control plane based on SDN and data distribution
service. 2018 Fifth International Conference on Software Defined Systems (SDS). IEEE.

Lu, Jie, et al. (2019). A survey of controller placement problem in software-defined networking. IEEE Access 7, 24290-
24307.

410



Modieginyane, Kgotlaetsile Mathews, et al. (2018). Software defined wireless sensor networks application opportunities for
efficient network management: A survey. Computers & Electrical Engineering 66, 274-287.

Morgado, Anténio, et al. (2018). A survey of 5G technologies: regulatory, standardization and industrial perspectives. Digital
Communications and Networks 4.2, 87-97.

Mouawad, Nadia, Rola Naja, and Samir Tohme. (2018). Optimal and dynamic SDN controller placement. 2018 International
Conference on Computer and Applications (ICCA). IEEE, 2018.

Nguyen, Van-Giang, Truong-Xuan Do, and YoungHan Kim. (2016). SDN and virtualization-based LTE mobile network
architectures: A comprehensive survey. Wireless Personal Communications 86, 1401-1438.

Panhwar, M. Aamir, et al. (2017). 5G future technology: Research challenges for an emerging wireless networks. Int. J.
Comput. Sci. Netw. Secur 17.12, 201-206.

Patil, Ganesh R., and Prashant S. Wankhade. (2012). 5G wireless technology. world 3.

Routray, Sudhir K., and K. P. Sharmila. (2017). Software defined networking for 5G. 2017 4th international conference on
advanced computing and communication Systems (ICACCS). IEEE,.

Shirmarz, Alireza, and Ali Ghaffari. (2020). Performance issues and solutions in SDN-based data center: a survey. The
Journal of Supercomputing 76.10, 7545-7593.

Tadros, Catherine Nayer, Bassem Mokhtar, and Mohamed RM Rizk. (2018). Logically centralized-physically distributed
software defined network controller architecture. 2018 IEEE Global Conference on Internet of Things (GCloT). IEEE.

Tadros, C. Nayer, Mohamed R. Rizk, and Bassem M. Mokhtar. (2020). Software defined network-based management for
enhanced 5G network services. IEEE Access 8, 53997-54008.

Tayyaba, S. Khan, and Munam A. Shah. (2017 ). 5G cellular network integration with SDN: Challenges, issues and
beyond. 2017 International conference on communication, computing and digital systems (C-CODE). IEEE.

411



